**Homework:**

4) Singular-Value-Decomposition (SVD) (1 points)

Describe the relation between the rank of a matrix, A, and its singular values?

How Singular Value Decomposition (SVD) can be used for image compression or noise reduction?

Answer:

Any matrix can be written in this form:

A=U\*∑ \*VT  ∑ is diagonal, U and V are orthogonal

This equations are always true ATA=V\*∑T\*∑\*VT  C\*V=U\*∑

The matrix

![\begin{bmatrix}1&2&1\\-2&-3&1\\3&5&0\end{bmatrix}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGsAAABJBAMAAADI9cUCAAAAMFBMVEX///+enp5QUFAwMDAMDAxAQEC2trYiIiKKiooWFhYEBATm5uZiYmLMzMx0dHQAAACPMRNaAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAqtJREFUSA3tl79rE2EYx79NkzNNml7oopMcqIPVIeCiHWz7H2QwCFWkFCcVmkGHTgaKGBC0OHWokMnFJaC7aRwEEVpwlmaTIkSkKgrq63OXX8/zvNdckk3ad8k93/f7eX/l7nsJvhjzB0O1OWMq2G42Pw9F4WTzUwXvhmMC9yTD0nl7gOWrnhIDF8duFpUDcGpYVWLgYtjLszaWAFYagmu5GIZxG0t5cHMCa7kisIk8XDVYMHgERhPt1oafjYiZ6iiY80NSA+0NmMiOhF1U1GCzTZawJMGBTvIx4EVh69JAlbP5vl6T6rjvYt9bbG7/nHQAKWNMSYgtF8NEb0RxhFkHdIiOxI5FOo3l+jV2JlZOhsZiIF5hmM5J6rJjkcRYBU96j7idk3TD27EIjBU5Zj/dFBx2LAbLm2WLtJ7uoE/Hoi86zyMxHYsEjJ3ubQ1hi6SBdSwG89wLmW2PtMxHv1VlLHZFrNR6XLC3qXU8JOnDBb9RJ4/FtuhU4fqx024BliyKl7Adi8DrHNz5DhS+NzsWgXgWu/m+WEgsUiZmsUi77jSdk6TbseibHxTYrXyUk53zU5+HKPDUzg8s2ZE458+wW69NbFTXJJu+USeBYXeQmJcWqox5JrX4TjInsBkkv0oLVZe3lPQGoEBisx0PwzxF4SmwKTB6cCvapH/LAH+BSwq7tWRh15ue0NI/AXojsEViekE4giKHPSFmCFuUGI6xyOia3VL3ki58jKKdzwbnN3e0r1NiLH+RdwV2G/ilsUQJ8aIQ6UhWOZbeB74JBxWuBzmb/QUsIPNdYzH6ZZ4V4luAXhNsb1tIvBAOKpwG+GuDlFc7U7RqhiULharGMH2qIbWMvpVld/+KzdbfKHv/F2y7XH4kVx5VnSiv0T9hY0Lf8wfD9/0/0KO1f66ZAe+4G6UsAAAAAElFTkSuQmCC)

has rank 2: the first two rows are linearly independent, so the rank is at least 2, but all three rows are linearly dependent (the first is equal to the sum of the second and third) so the rank must be less than 3.

The matrix

![A=\begin{bmatrix}1&1&0&2\\-1&-1&0&-2\end{bmatrix}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMEAAAAwBAMAAABaogMTAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAApxJREFUWAntmL+LE0EUx79ezk0uZr0LFtfItYogHipcI+cdCIKC9x9IQAxWXvxRiFVAbKyutDMIFl5x+B+Y1soIimBzWyhWFnKFP8/1ze5kd97MZJOVl84pkpnvvHmfffN2Z18C+Fsc7/snSqkzcfxi1IL9dmvUVAk9aF8fSfhewk+R6exYQq3nWW+LteeL3Cq8/1kL4wnvIr42GdniwVZjmZm9weG1VBhLeHA3YkuTgSMeAU4ysx7CH6kwloBKxJamA1u8CKwzs2PAXioIEeh6zzLCJeCPJKH2G3jGCEDwVZIQEOGpRagelyactgi7A0mC2qVPFuGyHstl+iMnVPqyBOduxVGEKUIohiWAn8SNLVQ54YuOKf8annyVtVzLerb4sDUXZZOq87bZvJUKOobGLzavBppQPb93z5lzxMA++U7FMWVfNU2o60MkFZPPYQyG9E9dTXj8zVktSwgGP6dMOISrUyYMkDwv9QuqXUlhsrvUgn2qZPeSE1tZIcn03Pb2hrNQNIYbwJOujRAlUL3xWp21U8tDg5y/JApvkjF8INebW9w/z/Qje1KNTdGpl5TB+50OfVKmb8Z9VDdOKM1sRgyh+7QATHTqJfIULiTPgD41TNe6nxNqK/oRMa246NRLZFoHdmlnJiEAq6bvYd8U3TcQMNPB/LIYwamX6DJme5iPpAi+ekmFurkgRfDVS4pwuytJcE82hOrdXZjpoK0aXYeZVJ/I66XMInFeSLh2RjXaS5PgFSnTeb2UWZyjEIpjUAZJMwlDjWF9dysO9DEQIyzZ9ZK6jldAZ1IC/22gozBFp14im3C9uTjp3XonXulqt/kXE516iezopzSdeBPmIfdbvld4L5V351nxn+DZFEcavUvT/+dE7t+fvz0z6Eq0FBYUAAAAAElFTkSuQmCC)

has rank 1: there are nonzero columns, so the rank is positive, but any pair of columns is linearly dependent. Similarly, the transpose

![A^T = \begin{bmatrix}1&-1\\1&-1\\0&0\\2&-2\end{bmatrix}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHsAAABhBAMAAAAEpMOxAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAA5ZJREFUWAntmM9LVFEUx89RcxybScWFm4izK4IoKnATqRAEBukfECIE0SrtxyJaDUSbNrnMFiVRi1yE2yBoIFoEQgZF0MZZFK0iwoVo1uuc+57v3nPfu/MmFxLid3HeOd/P/c44b+bdNw5AE5WjKJoM8qEooiAUgGuzs7XgihezDykIBSBxaSKkJnAz3jWXs+iueEhcwkIS9rEhVas6ITMSl7CQmN2+0eCq1TV4XgwkLmEhCWtvSPV0WmYkLmEhCduNy1kA6LwkqgFs7dRdPCHq3Wrc/AlStvbsW4kPpyHbnJQWiUtYSMxKQys3M0uuR4O11uKZqDWQbJ/TFWAo4AV4Nw5B7YBTt7vPe+/u9u02De+ZZdyGZy8PyxO59zi9z8dc1sDowGr/uOlsQZLejYf2+Wq9Mg7TstoRkgxuXGYj77WXoXsO6gnbPCBJVxz/zqv21GWtEpKM7cNSPbn7fOUXw3s1b0Wyjxfv891rnHyTSQNS1nOdhN9fZXPeBXGf4CxInJh3Lq3zfCG7KsZZf9OJ+V6YAHiwPrPppscYp2OmifkSfLHkyRlRwxgxtszvYj4Jx30QzzHOZ+IicSnPz4/xIUdlyjEdy/DLAI9qjmlbJNvndYYvALxbSum/vvYKJ1/xQ+QIKcd0LOGfeZ7KvmmyColL17MBro6sgQRXojqUxg472LaM+VKarByzljKQFPAHg/sBjihgDcMVU4PBZwFGlGsNwxVTg8F8NZqLOyXWMDz1M43grg2Apy5xDOFNhMTfoTn+2F3jGMKbCCmOq0tC4okhvInkMy1/61d3jWMUXBOVBuf4TDnXszIMdx9a90g82/cpgdYwPHFzDgYfAPitmDUMV0wNBt+ZLDeUaw3DFVODwZ3+JWONVuLqAfWwG9fnw5kKTg0U8AK88+PVW98go0/Pp9lD4hIWErP3sG+YD0rVXrMHICnXHwyegyrvGFrdAMt8Y0LStjcZfBBgxfOhbRp6+NZjuM/sbPAowB9rxV3HHPQ0WovzZvvTj/M81dtqvHQoJ36t1mp8eSkbr8r+h8QlLCTDztkV6ff5jgU2kbiEhSSsvS41Vvp9/pTMSFzCQhK2H6pyUMI68CtCUqY/GFyZgZIP4C3I/w6GZ1hqGPyhr+9q6iRNdaRvoLe1+NEo4rukVhv/gFtvLa6DakJSoz8UYCjgBfg/j28sLtYgpJeLrynEjI/8/vCHK6AfRT+wB3KO/Rez38pWriO6KwAAAABJRU5ErkJggg==)

of A has rank 1. Indeed, since the column vectors of A are the row vectors of the transpose of A, the statement that the column rank of a matrix equals its row rank is equivalent to the statement that the rank of a matrix is equal to the rank of its transpose, i.e., rk(A) = rk(AT).

For noise reduction, let a matrix *A* represent the noisy signal, compute the SVD, and then discard small singular values of *A*. It can be shown that the small singular values mainly represent the noise, and thus the rank-*k* matrix *Ak* represents a filtered signal with less noise.

5) Karhunen-Loeve Transform (KLT) (2 points)

Briefly describe how SVD can be used to find the eigenvalues of a matrix, A?

How KLT is used to map data into a lower dimension?

Answer:

The Karhunen-Loeve transform (KLT) is defined as the linear transformation whose basis vectors are the eigenvectors of the covariance matrix of the data. As it diagonalizes the covariance matrix, it decorrelates the data.

KLT minimizes the theoretical bound on bit rate as given by the signal entropy